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Abstract  

An optimized procedure for the calculation of Hosoya's topological index is presented. 
The procedure has been implemented in PASCAL. The described procedure could be 
simply modified for calculations of different modifications of Hosoya's index and Merrifield- 
Simmons' index. As an example, four useful modifications of Hosoya's index are defined. 

1. In t roduct ion  

The well-known topological index Z introduced by Hosoya in 1971 [1] is 
defined as the total number of edge-matchings of a graph plus 1. 

Today, Z is a well-tried index and has considerable applications in chemistry 
[2, 3]. Unfortunately Z, as well as other topological indices, is not free of shortcomings. 
For example, it was found [4] that Z loses discrimination applicability for the three 
cases shown below: 
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However, this defect can be eliminated by a proper modification of Z (see 
appendix). A grave limitation for practical usage of Z makes its calculation difficult: 
"A non-exponential algorithm for the exact calculation of Z is not known" [5]. In 
many cases, a simple effective algorithm for approximate calculation of Z [5] is a 
satisfactory solution. In other cases, such as described in the appendix, a modifications 
backtrack algorithm [6] should be applied. 
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In this research, an optimization of the implementation of this algorithm was 
made by using a comparative analysis of the data structures and different recursive 
and iterative versions. 

It is interesting to note that in spite of the widely distributed bias against 
recursion [17], the recursive version seems to be the most effective one. The 
implementation and test were carried out on an IBM System 360 computer and a 
PASCAL 8000/2.0 compiler. 

2. The data structure 

The global type RIB_SET_TYP is the set of edges ("ribs") defined* as 

SET OF RIB_INT_TYP; 

where the range RIB_INT_TYP = 

1 . .  maximum_number of ribs of molecular_graph; 

(it is necessary that the base type of this set is not more than the allowed 
range for using the compiler). 

The global variables: 

• List of disconnected edges is 

N_ADJ_RIB_LIST : ARRAY [RIB_INT_TYP] OF RIB_SET_TYP; 

Each element i of this array is a set of edges; the latter are not incident with 
edge i. 

• Variables of the INTEGER t y ~ :  

R I B N U M B E R  is the number of edges in the graph, 

COUNT is the counter of matchings. 

3. The algorithm implementation 

The program body: 

Step 1: Assign the value 1 to the variable COUNT. 

Step 2: Count the number of edges of the given graph and assign this value to the 
RIB_NUMBER variable. 

Step 3: For each edge i (i E [1 . .  RIB_NUMBER]), enumerate all disconnected 
edges and load them into theN ADJ RIB LIST array. 
(Such an enumeration may be trivially organized by loop examination of 
the adjacency list of the graph. This step takes _<m 2 time, where m is the 
number of edges in the graph.) 

*We use the notation of the PASCAL programming language. The key words of this language are 
printed with bold letters. 
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Step 4: For all j e [ 1 . .  RIB_NUMBER], call procedure MAIN (see below) with 
the following actual value parameters: 

• value j (current edge) will be passed to formal parameter i; 

• [ j . .  RIB_NUMBER] (current set of edges) will be passed to SO. 

Step 5: End of program. 

Procedure MAIN: 

Step 1: Each call of procedure MAIN exactly corresponds to one matching, so the 
counter of matchings COUNT every time must be incremented by 1. 

Step 2: Form set SI for a further search by including in this set all edges disconnected 
from edge i and consisting of the current set SO. 

Step 3: If the following conditions 

S l . O  
S I ~ S 0  
current edge i is not the last 

Step 4: 

are true, then for each edge j existing in S1 when i > j  (this condition 
eliminates repetitions) continue the search of matchings into set S1 by 
recursive calling of procedure MAIN. 

End of procedure MAIN. 

The listing of the procedure is presented in table 1. 

Table 1 

Procedure MAIN 

PROCEDURE MAIN (i : RIB_INT_TYP; SO : RIB_SET_TYP); 
VAR 

j : RIB_INT_TYP; 
$1 : RIB_SET TYP; 

BEGIN 
$1 := N_ADJ_RIB LIST [i] * SO; 
COUNT := COUNT + 1; 
IF  (Sl ( ) [ ] )  & (S1 ()SO) & (i < R1BNUMBER) 

THEN 
FORALL j IN S1 DO 

IF  j >  i 
THEN MAIN (j,  S1); 

E N D ; {  MAIN } 
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4. Estimation of efficiency and conclusive remarks 

The total number of callings is the total number of matchings, since each 
calling of procedure MAIN corresponds to one matching. The latter is estimated as 
an exponential function of the number of edges m [5]. So, this algorithm 
uses time: 

O[a exp(bm)]. 

For a series of different graphs containing 9 -30  edges, measuring of the program 
was accomplished. This program had compiled from a source text without tests of 
the Run-Time system of the PASCAL compiler (V-, T-, P-options). As a result of 
this experiment, the following empirical relation for the estimation of the time of 
calculation was obtained*: 

t = 3.2 exp(0.4m) x 10 -3 sec. 

Results of the research of optimization of the reviewed algorithm indicated 
that the algorithm is a critical one for the choice of the kind of implementation; 
thus, the differences in speed of calculation for different versions reached about 
20%. 

For comparison, some programs following the directions of [8] were 
implemented. However, all of them indicated worse results (about 40% slower). 
Unfortunately, the FORALL statement used in procedure MAIN (table 1) is not 
defined for the PASCAL standard. Therefore, for other compilers, e.g. Turbo PASCAL 
(Borland Int.) of the popular IBM personal computer, this statement must be changed 
as follows: 

FOR j := i TO RIB_NUMBER DO 
IF j IN S1 THEN 

The maximum number of elements in a set permissible for different compilers 
is also different. In this case, the efficiency of implementation of a set by the 
compiler will be a key influence upon the efficiency of the program [9]. However, 
at any rate one should proceed from the following: the test on set membership is 
faster than the calculation of the equivalent Boolean expression. 

It is evident that the procedure given here may be implemented for the 
calculation of modifications of Hosoya's index as well as for other popular topological 
indices, such as that of Merrifield-Simmons [10]. 

*For ES 1022 (the old Russian version of the IBM 360 computer). 
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Appendix [11] 

DEFINITION 1 

Let R i be an index of  edge i of  a graph. Each R i is equal to zero at the 
beginning. Let us generate all matchings % (where j is the number of generation: 
j = 1, 2 . . . .  ) of edges of the graph. Also, if 9Vfj is a new matching and i ~ Mj, then 
we increment R i by 1 ( %  is new if j = 1 or % ~ M 1 . . . . .  % ~ % - 1 ) .  

D E F I ~ I O N  2 

Define the new local topological index ~. of  vertex i as follows: 

1 

J 

where j 's are the edges incident to vertex i. 

DEFINIT/ON 3 

The new total index X is given by 

X = ~ .  1 
j = l  ej-j '  

where m is the number of  edges in the graph. 

DEFINITION 4 

Define the new total index Y as a real value, whose integer part is Z and whose 
fractions part is X / I O  n+ 1, where n is the order of magnitude of  X. 

Whereas graphs 1 - 3  have the same Z = 20, the indices X and Y for them are 
different (X = 1.6428, 1.6095, 1.6261, Y = 20.16428, 20.16095, 2.0.16261) and thus 
have discrimination applicability. Apparently, other analogous modifications of  Z 
are possible* 
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